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Introduction

The Harrier Jump Jet has the distinction of being the only powered-lift aircraft in the free

world to achieve operational status and to have flown in combat.I This V/STOL aircraft can

take-off and land vertically or utilize very short runways by directing its four exhaust nozzles

towards the ground. Transition to forward flight is achieved by rotating these nozzles into a

horizontal position. Powered-lift vehicles have certain advantages over conventional strike

fighters. Their V/STOL capabilities allow for safer carrier operations, smaller carrier size, and

quick reaction time for troop support. Moreover, they are not dependent on vulnerable land-

based runways. The AV-8A Harrier first entered service in the British Royal Air Force (RAF)

during 1969, and the U.S; Marine Corps (USMC) in 1971. The AV-8B was a redesign to

achieve improved payload capacity, range, and accuracy. This modified design first entered

service with the USMC and RAF in 1985. The success and unique capabilities of the Harder has

prompted the design of a powered-lift version of the Joint Strike Fighter (JSF).

The flowfield for the Harrier near the ground during low-speed or hover flight operations is

very complex and time-dependent. A sketch of this flowfield is shown in Fig. 1. Warm air from

the fan is exhausted from the front nozzles, while a hot air/fuel mixture from the engine is

exhausted from the rear nozzles. These jets strike the ground and move out radially forming a

ground jet-flow. The ambient freestream, due to low-speed forward flight or a headwind during

hover, opposes the jet-flow. This interaction causes the flow to separate and form a ground

vortex. The multiple jets also interact with each other near the ground and form an upwash or jet

fountain, which strikes the underside of the fuselage. If the aircraft is sufficiently close to the

ground, the inlet can ingest ground debris and hot gasses from the fountain and ground vortex.

This Hot Gas Ingestion (HGI) can cause a sudden loss of thrust (powered lift), and the vehicle

may crash. The high-speed jet flow along the ground can also entrain the ambient flow, resulting

in a low pressure region underneath the vehicle. The accompanied loss of lift is referred to as the

suckdown effect. The ground vortex may also be highly unsteady, dramatically changing its size

and position with time at low frequencies, e.g., 1 Hz. 2
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Fig. 1 Harrier flowfield in ground effect

A number of numerical and experimental investigations have been carried out to better

understand the complex time-dependent flows associated with powered-lift vehicles. One

approach is to vastly simplify the geometry to study the basic flow physics. Following this

approach, Van Daisem et.al. 3 numerically simulated the flow for an isolated round jet in

crossflow using the time-dependent Reynolds-averaged Navier-Stokes (RANS) equations. The

jet and ground vortex were found to be s_ly-when the freestream to jet velocity ratio was
V../V_t--0.223, and the height ratio was,h/D_t=3y Some unsteadiness was found, however, when

the velocity ratio was lowered to V../V_,="07E/The location of the ground vortex was found to be

a strong function of the turbulent mixing in the ground-vortex region. Modifications were made
to the Baldwin-Lomax turbulence model 4 so that the ground-vortex position was in better

agreement with experiment. Vortex rings were found to shed from the jet when it was

impulsively pulsed. The unsteady flow was found to damp to the original steady result. Jets in

crossflow with elliptic cross were also computed.

A follow-on work by Van Dalsem et.al. _ included the effects of ground-plane heating and a

RANS simulation using a delta wing in ground effect with two aft mounted thrust-reverser jets.

The delta wing computations captured the loss of lift associated with the suckdown effect and the

small drop-off of lift at higher positions above the ground plane due to the conventional ground

cushion effect. Preliminary results were also presented for a Harrier YAV-8B forebody and

inlet.

Barata et.al. 6 carded out RANS simulations for an isolated round jet in crossflow, and an

extension of this work by Barata 7 included multiple jets in crossflow. The jet velocities and

heights above the ground plane were similar to the previously cited references. This work
focused on the validation of a new numerical method using the k-e turbulence model, s The

overall flow features were captured and compared to experiment. Prediction of the velocity,

Reynolds shear-stress, and ground-plane surface pressures were adequate.

Additional geometric complexity has been numerically investigated by introducing delta

wings with jets in the presence of a ground plane. Chawla and Van Dalsem 9 carried out time-

accurate laminar RANS solutions for a delta wing with two aft mounted thrust-reverser jets, the

same geometry described in Ref. 5. These jets were pointed downward with a forward

inclination of 45 degrees. Static flow simulations were computed at span heights ranging from

0.25 to 1.0 above the ground plane. A flow simulation with the delta wing descending towards

the ground plane was also presented. The static cases showed the proper trends between the lift

coefficient (CL) and height, including the suckdown and cushion effects. The flows were found

to be very unsteady, with Strouhal numbers (St=fDjct/V..) ranging from 0.015 to 0.03. Chawla



andVanDalsemmakethepoint thatcertainapproximationshadto bemadein orderto reduce
thevery long computetimesto moremanageablelevels.

Roth t° also carried out RANS flow simulations about a simplified powered-lift geometry,

which consisted of a cropped delta wing with a blended fuselage and two circular jets mounted in

tandem on the underside of the wing. Both laminar and turbulent computations were compared

with each other and experimental data. The Balwin-Lomax turbulence model with the Degani-

Schiff _ modification for vortices was utilized for turbulent computations. Comparisons of

computed flows with experiment showed fair agreement. Neither the laminar or turbulent

computations completely characterized the wing leading-edge and near jet flow fields.

Qualitative features, such as jet-induced lift loss (suckdown) were captured. Again, the point
was made for the need of faster solution methods.

There have been very few RANS computations for the Harrier reported in the literature. Gea

et.al, n computed steady transonic flow about the Harrier YAV-8B wing with pylons. This work

focused on the shock-induced separation near the wing/pylon juncture. Better turbulence models

and faster solutions methods were again an issue. Mysko et.al. 13simulated steady transonic flow

for a Harrier forebody/inlet geometry using the RANS equations. Many of the global trends

were captured, including surface pressures at the cowl lip, fuselage/inlet wall, and engine face

region.

Smith et.al. _4presented a RANS solution about a simplified YAV-8B Harrier in ground

effect. The aircraft was 30 feet above the ground plane, with a freestream Mach number of 0.04

(30 Knots) and an angle of attack of 8 degrees. The Harrier geometry included a fuselage, wing,

leading edge root extension (LERX), inlets, and the exhaust nozzles. The empennage, deflected

flap, and lift-improvement devices (LID) on the underside of the fuselage were not modeled. To

date, this represents the only RANS solution about a fairly complete Harder aircraft in ground

effect. The OVERFLOW _5computational fluid dynamics (CFD) code was used, together with

its overset grid capability for treating complex geometries. Again, a strong point was made for

faster solution methods. In order to offset the long compute times, certain simplifications were

made to the time-accurate approach. Local time stepping was used in viscous regions near the

body, and a constant time step was used outside the boundary layer. This allowed for a more

efficient flew simulation. Smith felt that this approach would still capture the unsteady features

in the flow.

The references cited above indicate two important obstacles remain in simulating powered-

lift flows in ground effect using the time-accurate RANS equations. There is a need for

improved accuracy, and there is a need for faster solution methods. We view the latter as key to

enabling the assessment and improvement of solution accuracy. The purpose of this paper is to

describe a process that has enabled 45 time-accurate RANS solutions about a YAV-8B Harrier

aircraft in ground effect. The eventual goal is to compute enough solutions to define a stability

and control (S&C) database. Ultimately, it is envisioned that a few hundred solutions can be

obtained, and the remainder of the parameter space "filled out" with the use of neural networks.

This paper is a first step towards that goal.

The next section describes the solution procedure. This includes a description of the

parameter space used in this study, the automated grid generation and solution process,

turbulence model, and boundary conditions. This is followed by a discussion of results and

concluding remarks.



Solution Procedure

Aerodynamic Coefficients

The lift coefficient (co is assumed to take the form of Eq. (1). The primary independent

CL=CL(O_ h V T 8_o_ot da..... d--T"' q .... ) (1)

variables are: angle of attack (o0, vehicle height above the ground plane (h), freestream velocity

(V), thrust setting (T), control surface deflections (Scon_oi), time derivative of angle of attack
da

(-di'-), and pitch rate (q). An aerodynamic model for the lift coefficient can be established in the

usual manner using the static and dynamic stability derivatives. The first 5 variables define the

static terms while the last two define the dynamic portion of the model. For the present study,

we are only allowing the angle of attack and height to vary. The angle of attack varies from 4-12

degrees, with 1 degree increments. The height of the aircraft center of gravity above the ground

plane varies from 10-30 feet, with5 foot increments. Thus a total of 45 static cases are

computed. All other parameters are fixed in order to keep the parameter space to a manageable

level. The number of independent parameters can be increased at another time. The drag and

pitching moment coefficients have similar forms to the lift coefficient.

Grid Generation

An overset grid system was developedusing Chimera Grid Tools 16. The overset surface

grids of Smith et.a114 were used as a starting point to define the Hamer geometry. A completely

new overset surface grid system was then developed to improve the grid quality and interzone

connectivity. The empennage and deflected flap were also included from lofting line data

originally obtained from the airframe manufacturer. Figure 2 show front and rear views of the

new overset surface grid system. Volume grids were then generated, with viscous clustering

near the body such that y÷ never exceeded 5 at the first grid point off the body. The Harrier

volume grid system was then imbedded into a Cartesian box grid. This "aircraft" box grid

connects the Hamer volume grids to the ground plane and far-field grids.

Fig. 2a Front view of surface grids. Fig. 2b Rear view of surface grids.

The ground plane and jet grids are shown in Fig. 3. Notice that the angle of attack and

vehicle height above the ground plane are built into the grid system. It was necessary to include
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fine-spacedjet grids to accuratelyresolvethejet-flow betweentheexhaustnozzlesandthe
jet/ground-planeimpactregion. In fact, whentheHarder is 30 feetabovethe groundplane,
thesetwojet gridscompriseI/3 of thegrid pointsfor theentiregrid system. Viscousspacing
wasusedattheground-planeto accuratelyresolvethegroundjet flows andgroundvortex.
Additional Cartesianbox gridsconnecttheaircraftboxgrid, jet grids,andthegroundplaneto
thefar field.

Fig. 3 Sideview of jet andgroundplanegrids.

An object-orientedPERLscriptsystemwasdevelopedto automaticallygeneratethegrid
systemsfor all 45cases.This processbeginsby developingtheabovegrid systemin theusual
manualmannerfor a specificheightandangleof attack. Thezonalgrid topologyis designedso
that thisbasegrid systemcanbeusedto generateall of the grid systemswith simpletranslations
androtations. Any portionof thejet grids thatextendbelow thegroundplaneareremoved,thus
improving computationalefficiency. Theviscousgrid spacingnearbody andwall boundaries
canalsobespecifiedin thePERLscript. This grid generationprocessis fairly robustbecause
theintergridconnectionbetweentheHarriergrids andtheaircraftboxgrid remainsfixed. The
grid connectivityonly changesbetweenthis aircraftboxgrid andall otherexteriorgrids. The
entire grid generationprocess,including theintergridcommunicationthroughthePegasus4.1
code,t7areall controlledin anautomatedmannerwith thePERLscript. The half-bodygrid
systemusedin thepresentflow simulationsconsistsof 52 zones and 3.1-3.6 million grid points,

depending on the height of the aircraft above the ground plane. Additional detail for the entire

grid generation process can be found in Murman et.al) 8

Numerical Algorithm

The time-dependent Reynolds-averaged Navier-Stokes equations are numerically solved

using overset body-conforming structured grids and the OVERFLOW-MLP code. The implicit

Pulliam-Chausse t9 diagonal central-difference algorithm is used for the present computations.

Blended 2 *dand 4"-order numerical dissipation is added to damp high-frequency errors. The

method is first-order accurate in time and second-order accurate in space. Time accuracy for

viscous computations are normally limited by algorithm stability rather than accuracy

requirements. It will be shown in the Results section that this is the case for the present set of

computations. The thin-layer approximation is used on all grids attached to solid surfaces. The
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full Navier-Stokesequations,includingexplicit crossterms,areusedin thejet-exhaustgrids.
The Eulerequationsareusedonall of theremaininggrids. Thesegrids aretypically thefar-field
boxgrids.

Thenormalproductionversionof OVERFLOW15utilizes loop-levelparallelism. This
approachwhenappliedto implicit algorithms,which are typically requiredfor viscousflow
computations,encounterarapid lossof parallelefficiency asmoreprocessorsareutilized.
Typically 4-8processorsarethemaximumoneuses.Taft2°introduceddomaindecomposition
into theOVERFLOW codeasaway to improveits parallelefficiency. Domaindecomposition
essentiallygroupstogetherseveralzonesandassignsseveralprocessorsto eachgroup. This
allows for improvedparallelperformanceandscalability. TheOVERFLOW-MLP codeusedin
this studyusesthis multi-level parallel (MLP) approach,i.e., loop-levelparallelizationand
domaindecomposition.Theusersimplychoosesthenumberof groupsandprocessorsto obtain
thebestacceptableperformance.Thedomaindecompositionalgorithm in the code decides how

many processors to allocate to each group. It seeks to allocate the same number of grid points to

each group. However, weights can be adjusted to account for the difference in work associated

with the Euler, thin-layer, and full Navier-Stokes fidelities. The rest of the input variables are

identical to the original OVERFLOW code.

Turbulence Model

As the introduction indicates, modeling the turbulence for powered-lift flows can be a

challenge. Some have used the Baldwin-Lomax algebraic (zero equation) model primarily for its

computational efficiency, and modified it to improve its accuracy. Others have gone to the more

costly two equations models, e.g., the k-e model. Both models do a reasonable job in modeling

the qualitative features of the flow. They also do an adequate job of quantifying the turbulence

effects. Neither seems to work universally well. So a compromise is adopted here. The one-

equation Spalart-Allmaras 2_ turbulence model is used for all of the computations presented in this

paper. This model is more efficient than the two-equation models and probably as accurate. It

also provides a more satisfactory modeling of turbulent flow than the algebraic models.

Boundary. Conditions

The boundary conditions used in this parameter study follow those used by Sn",i',h et.al. 1_ The

freestream Mach number, however, is set to 0.05 (33 kts) rather than 0.04 in Ref. 14. The angle

of attack varies from 4-12 degrees with a one degree increment, and the height varies from 10-30

feet with a five foot increment. The Reynolds number, based on the body length is Re=15.2
million. Standard sea-level conditions are assumed.

All solid surfaces on the aircraft employ the no-slip condition. The viscous ground plane,

however, is treated differently. The actual vehicle moves over the stationary ground with a zero

ambient freestream. A simple transformation is employed so that none of the grids need to

move. The aircraft is treated as stationary, and the freestream velocity is imposed at all far-field

boundaries, and on the ground plane. This simulates the aircraft moving forward into a

stationary flow. The pressure and density on all solid surfaces are obtained by extrapolation.

Outflow variables are obtained at the downwind far-field boundary using simple upwind

extrapolation.

Inlet grids continue internally up to the compressor face where an average pressure is

imposed to control the mass flow. The pressure distortion just upstream of the compressor is

/
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addedto this meanpressure.Theremainingflow variablesareobtainedby extrapolation.Thus

flow distortion is allowed at the compressor face. Since thrust remains constant for this set of

parametric computations, the same inlet and nozzle flow conditions are imposed for all cases.

The mass flow used in these computations is identical to the one Smith '4 obtained from an

engine-deck analysis.

The front and rear nozzle velocities and temperatures are specified according to Table 1. The

remaining flow variables are obtained by extrapolation. These nozzle conditions correspond to

the "short-lift wet" engine thrust setting.

M

V

Temp

Solution Automation

Front Nozzle Conditions Rear Nozzle Conditions

0.7883 0.7644

1003 ft/s 1489 ft/s

672.9 OR 1578.2 °R

Table 1 Specified nozzle boundary conditions.

Automation is an important element in managing a parametric RANS analysis. For example,

the present study produced more than a terabyte of data and thousands of files. This data resides

on a Unix-based mass storage system. The PERL scripts used for storage and retrieval of data

map the flow parameters into a Unix directory structure. The user simply specifies the flow

parameters, e.g., h=30, tx=9 °, and the scripts take care of the rest. The grid-generation scripts

described earlier automatically generate all of the necessary grids, run them through the Pegasus

code, and store all of the files needed to run the OVERFLOW-MLP code onto the mass storage

system. Another script system runs the flow solver. The flow-simulation script automatically

fetches data for the mainframe, a 512 processor 400MHz/R12000 Silicon Graphics Origin 2000

single-image machine, and executes the OVERFLOW-MLP code. Once a job is complete, the

output files are automatically stored on the mass storage system. A unique run-number is

appended to the stored files. If more runs are needed, the script resubmits itself on the

mainframe. A typical flow simulation consisted of running 9 cases concurrently, i.e., all 9 angles

of attack for a given height. Sixteen processors were assigned to each case, for a total of 144

processors. Any number of cases can be run concurrently, and in any order, depending on the

number of available processors. This 9 case example using 144 processors required about

125,000 time steps and 28,000 CPU-hours, or 8 days of continuous computation on an SGI O2K

machine. The nondimensional time step, Ax--0.002, is typical of time-accurate RANS solutions

about complete aircraft geometries. The long run times were required to resolve very low

dominant frequencies with periods on the order of 2 seconds of physical time. Typically, three

periods of oscillation were used to compute mean forces and moments. The source of these

long-period oscillations is described in the Results section.

A PERL GUI (DBVIEW) was developed to simplify the post-processing of data. One can

select any number of cases from the database, and the results will be graphically displayed or

sent to a printer. Graphically displayed data can take the form of 2D plots or 3D flow

visualization. Further details describing the script systems and automation can be found in Ref.

18.
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Results

•Fortyfive time-dependent RANS flow simulations have been computed, where the angle of

attack range was 40 < a < 12", and the height range was 10ft < h < 30ft. The Mach number was

fixed at M=0.05 (33kts), and the Reynolds number based on the body length was Re=15.2

million. Due to the danger of HGI and the suckdown effect, a Harrier pilot will not ordinarily

maintain a constant altitude of less than 30 feet when operating at very low speeds or hover flight

conditions. However, typical aerodynamic models require the static stability derivatives, or

forces and moments, near the ground to simulate take-off and landing scenarios. Therefore static

computations have been carried out in this height range.

Most of the cases were found to be highly unsteady. A constant nondimensional timestep of

Az--0.002 was used for all 45 cases, and throughout the entire flow domain. This corresponds to

a physical time step of 76.6 las. This was the largest allowable time step that maintained

aigorithm stability for the entire parameter range. Figure 4 shows how the time step affects the

temporal aerodynamic lift coefficient for one of the more unsteady cases. The time step was

reduced by factors of 2 and 4. Reducing the time step by a factor of 2 only slightly affected the

lift time history. The mean values of lift differed only by 0.3%. Reducing the time step further

by a factor of 4 had virtually no effect. The frequency content was not significantly affected by

the time step refinement. The largest time step provided about 26,000 time steps per cycle for

the dominant aerodynamic frequencies, and about 3,000 time steps per cycle for the higher

frequencies. Overall, the largest stable time step (Ax=0.002) did a good job of resolving the

temporal features of the flow with the least computational cost, and was therefore used for all the

computations in this paper.

.4-1
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Fig. 4 Effect of time-step on lift coefficient

for h=30ft, o_=9 ° and V=33kts.

(A grid refinement study where the body resolution will be increased by a factor of two on the

wing and horizontal tail will be presented in the final paper.)

Figure 5 shows an automated composite flow visualization image obtained from DBVIEW.

The top two images show instantaneous strearnlines colored by temperature. The horseshoe

ground vortex is clearly visible, as are the fountain effects. Notice that jet-fountain streamlines

strike the underside of the fuselage. This is particularly apparent on the aft portion of the

fuselage. A secondary vortex also forms in front of the primary ground vortex. A jet fountain



neartheflow symmetryplaneis ableto traversethegroundvortexandmoveupstreamof it.
This flow thenforms avortexdueto thecloseproximity of theengineinlets andis drawninto
the inlet. As expected,HGI is aproblemat thisheight. The lower-right quadrantof Fig. 5
showsa topview of the instantaneoussurface-flowpatternson thegroundplane. The Harder is
renderedsemi-transparentto allow viewing of thegroundplane,which is coloredby
temperature.Theseparationline causedby theformationof thegroundvortex,andthelocations
wherethejets impactthegroundarealsovisible. The lower-leftquadrantshowsthetemperature
variationon theundersideof thefuselage.The aft portionof thefuselageis particularlyhot due
to thejet fountains. Automatedcompositefigures,suchastheoneshownin Fig. 5, providea
quick qualitativeassessmentof thedominantflow featuresin a largeparameterstudy.

Fig. 5 Automatedcompositeflow visualizationfor theHarder in groundeffect.
Blue/redcolorscorrespondto cool/hottemperatures.M=0.05 (33 kts),h=30ft, t:_--9°.

All cases were run in the same manner. The solution process begins by running 300

multigrid steps from an impulsive start condition. A constant time step is then used for the

remainder of the computation. The initial use of multigrid helps establish the flow and provides

improved robustness to the startup process. Different startup strategies were investigated,

including running multigrid for longer periods of time, and the use of local time steps as a means

to transition to a constant time step. All of these strategies prolonged the transient portion of the

flow simulation. The overuse of multigrid, or using local time steps, introduces spurious

unsteady modes (transients) that persist for long periods of times. The best strategy seems to be
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to usemultigrid for a shorttimeto helpthesolutiongetstarted,thenswitch to aconstanttime
stepassoonaspossible.

Thelift coefficienttime historyandpowerspectrais shownin Fig. 6 for M---0.05(33kts),
h=30ftandct=9°. This particularcaseis representativeof thesolutiondatabase.It canbeseen
thatthe lift time historyis notpurelyperiodic. This is notsurprisingdueto thecomplexityof the
flow. Thepowerspectra(FFT) indicatesafundamental(lowest)frequencyof f--0.478Hz. The
computedmeanaerodynamiclift coefficientis C L =-0.480, with a standard deviation of 0.157.

The aerodynamic lift coefficient is negative. Smith et.al, t4 reported an even larger negative lift in

their RANS solution because their geometry did not include a deflected wing flap and

empennage. It is difficult to achieve positive aerodynamic lift near the ground due to the

suckdown effect. This is why the AV-8B also has lift improvement devices (LIDS) on the

underside of the vehicle. The LIDS were not included in the present computations. Engine

thrust provides the needed lift to support the vehicle in hover. Flow visualization indicates that

even at positive angles of attack, the high-speed jet flow strongly entrains the low-speed

freestream, resulting in an effective negative angle of attack near the wing leading edge.

Cimbala et.al. 2 also measured frequencies as low as 1 Hz for a round jet in crossflow. This

experimental value had a velocity ratio of V**/V_t--0.05, the same as the front Harrier jets. This

frequency corresponds to a Strouhal number St=f D_t/V**=0.017. The Strouhal number for the

Harder, based on the equivalent diameter of the front jets, is St---0.011. It is recognized that the

experiment of Cimbala is for a single round jet in crossflow, which is much closer to the ground

than the Harrier jets. Moreover, the Harder is a more complex geometry with multiple jets that

have near rectangular cross-sections. However, the similarities of the low frequencies (and

Strouhal numbers) is encouraging. Unfortunately there is a lack of experimental data for a

Harder in ground effect that is suitable for detailed CFD validation.

(A comparison of the computed jet trajectories with those observed in an infrared flight-test

photograph will also be included in the final paper.)
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Fig. 6 (a) Time history of lift coefficient; (b) Power spectra of lift coefficient.
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Figure7 showsthemeanlift coefficientasa functionof heightandangleof attackfor the
entiredatabase.The suckdowneffect (lossof lift neartheground)is clearlycaptured.This loss
of lift is theresultof thejet ground-planeflow inducinglow pressuresalongtheundersideof the
aircraft. A slight drop in lift from 25 to 30 feetis alsoapparent.This "groundcushion"effect
hasbeenobservedin thecomputationsandexperimentsreportedin Ref. 5. At h=10ft, the lift
was foundto decreasewhenthe angleof attackwasincreased.TheHarder is socloseto the
groundthatthe increasedcaptureareaof thefreestreamflow maybe inducingevenlower
pressureson theundersideof theaircraft. (Thiswill be looked into more carefully and reported

in the final paper.)

El,

Fig. 7 Mean lift coefficient as a function of height and angle of attack for M=0.05.

A time-dependent streakline animation was carried out for the h=30ft, ct=9 ° case, in an effort

to understand the source of the low frequency oscillation in lift shown in Fig. 6. Solution files

were saved every 50 time steps. This corresponds to a physical time step of At=3.83 ms. Two

snap-shots from this animation are shown in Fig. 8. The size and position of this vortex change

with time, with precisely the same frequency as the lift, f=0.478 Hz. The jet flows themselves

also oscillate back and forth with this same frequency, see Fig. 8a and 8b. Thus a direct

correlation between the moving ground vortex and jets, and the time-varying lift is established.

Cirnbala et.al. 2 observed a similar "puffing" behavior of the ground vortex in their jet in

crossflow experiment. They concluded that the growth in the vortex size had to do with the

ground jets feeding mass into the vortex. When too much fluid accumulated, the vortex would

burst, shrink in size, and begin the growing process again. The streakline animation for the

Harder showed the same trend.
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(a) (b)

Fig. 8 Side view of time-dependentstreaklinescolored
by temperature.M=0.05 (33 kts),h=30ft,a=9 °.

A perspective view of the ground vortex is shown in Fig. 9. Streakline particles are now

rendered as small spheres rather than pixeis to emphasize the ground-vortex structure rather than

the jet flow. A secondary ground vortex periodically forms in front of the ground vortex, as in

the 10 foot case, see Fig. 5. This secondary vortex is formed once again by the jet fountain, and

is drawn upward by the inlet. However, this time the vehicle is sufficiently high so that this

secondary flow is not ingested into the inlet. Instead, this secondary flow in entrained into the

primary ground vortex, and constitutes a second mass source that contributes to the bursting of

the ground vortex.

Fig. 9 Perspective view of time-dependent streaklines

colored by temperature. M=0.05 (33 kts), h=30ft, a=9 °.

A snapshot from a streakline animation of the flow over the horizontal tail is shown in Fig.

lO. Particles were "seeded" on the underside of the fuselage, near the jet-fountain separation

line, and along the horizontal tail surface. For the most part, the jet fountain passes underneath

the horizontal tail, resulting in a fairly benign flow. However, occasionally some of the jet

fountain will strike the leading edge of the horizontal tail. When this happens, a vertical swirling

vortex temporarily forms and ejects fluid in the vertical direction, see Fig. 10. This phenomenon

occurs due to the jet fountain interacting with the low-speed ambient flow. Aircraft operating at

normal, high-speed flight conditions do not typically experience these low-speed structures.
Over 100 MB of data and 1600 solution files were used in these streakline animations.
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Fig. 10 Time-dependentstreaklineson thehorizontaltail.
M=0.05 (33kts), h=30ft,ct=9°.

A streaklineanimationwasalsocarriedout for a 10foot case,with ¢z=9°, and asnapshot
from thisanimationis shown in Fig. 11. Once again, particles are rendered as spheres and

colored by temperature. The ground vortex rollup, separation line and core are clearly visible.

Once again, a secondary vortex forms in front of the ground vortex. Due to the aircraft's close

proximity to the ground, this secondary vortex is ingested into the inlet.

Fig. 11 Perspective view of time-dependent streaklines

colored by temperature. M=0.05 (33 kts), h=10ft, cz=9 °.

The streakline flow structure for the horizontal tail is shown in Fig. 12. A vortex, colored

white, comes down and impacts the upper surface of the horizontal tail. The resulting surface

flow swirls outward and then up, forming a very stable and persistent toroidal structure. It was

difficult to find seed points to clearly highlight the origin of this vortex in the figure. However,

experimenting in real time with different seed locations, and tracking the vortex "backward" in

time indicated that the vortex begins somewhere near the juncture of the horizontal tail's trailing

edge, vertical tail, and fuselage. Additional flow visualization also indicated that the tip vortex
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shed from the deflected wing flap passes over the horizontal tail, just outboard of this swirling

flow. The jet fountain also seems to play a role in pushing some of the ambient flow up over the

horizontal tail to form this complex flow structure.

Fig. 12 Time-dependent streaklines on the horizontal tail.

M=0.05 (33 kts), h=10ft, o_=9 °.

Conclusions

Fortyfive time-accurate Reynolds-averaged Navier-Stokes flow simulations for a Harrier

YAV-8B powered-lift aircraft in ground effect have been presented. The freestream Mach

number was M=0.05 (33 Kts), and the Reynolds number was 15.2 million based on the fuselage

length. The angle of attack range was 4 ° < a < 12" with a one degree increment, and the height

range was 10ft < h < 30ft with a 5 foot increment. These flow conditions are typical of those

required to establish a static S&C database and aerodynamic model for fight simulation. This

paper is a first step towards this goal. Automation played a key role in streamlining and

simplifying the grid generation, flow solution, and post-processing processes. Automation also

kept the user work load to a manageable level. Numerical time accuracy was established through

a series of time-step refinements.

The computed flows were found to by highly unsteady and characterized by ve_' low

frequencies, e.g., 0.478 Hz. A direct correlation between vortex puffing, jet-flow movement, and

the unsteady aerodynamic lift was established using streakline visualization and an FFr spectral

analysis. Similar frequencies and flow structure interactions have been observed experimentally

for a round jet in a crossflow. Moreover, this experiment attributes vortex puffing to the

continual addition of jet-flow mass to the ground vortex; a process consistent with the computed

Harrier streakline visualization. A secondary vortex formed upwind of the ground vortex, due to

a jet fountain flow. This vortex was either entrained into the ground vortex at the higher heights,

or was ingested by the inlet when the Harrier was closer to the ground. Unsteady vortex
structures also occurred on the horizontal tail due to complex interactions between the jet

fountain, flap-tip vortex, and the low-speed ambient flow. The computations captured hot gas

ingestion, suckdown, and ground cushion effects.

Overall, the present results show promise for computing large numbers of RANS solutions

for powered-lift aircraft in ground effect. These computations are possible through the use of

large multiprocessor single-image supercomputers and process automation.
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The final paper will include:

• A grid-refinement study;

• Comparison of computed jet-flow trajectories with infrared flight-test data;

• Additional post-processing analysis of the h=10ft cases.
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